
Sentiment Analysis

 STUDENT C



Sentiment Analysis also known as Opinion Mining is a field within Natural 
Language Processing (NLP) that builds systems that try to identify and 
extract opinions within text.

https://monkeylearn.com/blog/definitive-guide-natural-language-processing/


Use cases for sentiment analysis



Pros of sentiment analysis

Sentiment analysis works best with large data sets written in the first person, where the nature 
of the data invites the author to offer a clear opinion.

 Great for quickly analyzing thousands—or even millions—of pieces of data where topic 
categorization is less important than an overall indication of sentiment.

 Can give you a starting point in qualitative data analyis by extracting strongly positive or 
negative sentences out of documents.

 Works particularly well with data where the author clearly expresses an opinion (e.g. app 
reviews, political views, user feedback).

 Somewhat context-agnostic – it doesn’t matter if the data is about politics, mobile phone 
reviews, cooking recipes, or anything.

 Some providers (e.g. Google and Amazon) have support for multiple languages.



Cons of sentiment analysis

 Not a replacement for ML auto-categorization as it will only categorize text based on its 
sentiment, not the topic discussed.

 Does not work well on text written in the third person (e.g. user testing observations) or 
where the data is not someone’s opinion on a product or service.

 Can struggle with complex sentences involving double negatives, sarcasm, adverbials, 
unknown proper nouns and brand names, and greetings (e.g. “Best wishes!” or “Looking 
forward to your response” in email signatures).





The Importance of Good Preprocessing
Methods are discussed in relation to Sentiment Analysis



Procedures and Methods
◦ Clean up data

◦ Break up Contractions

◦ Make text lower case

◦ Convert numbers to text

◦ Look at your data and make decisions

◦ Lemmatization vs. Stemming



Clean Up Data
◦ Depending on your data source text data can be very difficult to 

parse.

◦ Examples:
◦ BeautifulSoup is the most popular package for web page scraping

◦ Remove Text between square brackets

◦ re.sub('\[[^]]*\]', '', text)



Break Up Contractions
◦ By breaking up these contractions the NN can receive more unified 

data allowing it to form stronger connections.

◦ Examples
◦ Don't -> Do not

◦ Can't -> cannot



Make Words Lowercase
◦ Words at the start of sentences are capitalized.

◦ If we do not set all words to lowercase, then we may have 2 
separate data points for the same word.

◦ One downside to this is some words mean different things 
depending on their capitalization.
◦ US to abbreviate United States and the word "us" have very different 

purposes.



Convert Numbers to Text
A simple technique to maintain consistent data structure.

Python Example Code:



Remove 
Stopwords

This is a common step that is used to reduce 
the volume of words in the data that do not 
add value

A list of stop words:



Look at Data and Make Decisions
One method of view your text data is 
observing the word usage frequency.

Examples of Insights:
◦ Identify removable words

◦ Identify skew in data

◦ Find common misspellings

◦ Find combinable data points
◦ Proper nouns with multiple names



Lemmatization vs Stemming
Stemming is the process of eliminating affixes (suffixed, prefixes, 
infixes, circumfixes) from a word in order to obtain a word stem.

Lemmatization captures canonical forms based on a word's lemma.



Word Embedding
Word embedding is the collective name for a set of language modeling and feature learning techniques 
in NLP where words or phrases from the vocabulary are mapped to vectors of real numbers. It involves a 
mathematical embedding from a space with one dimension per word to a continuous vector space with a 
much lower dimension. Methods to generate this mapping include neural networks, dimensionality 
reduction on the word co-occurrence matrix, probabilistic models, etc.



Word Embedding

President Barack Obama gave an inauguration speech
President Donald Trump gave an inauguration speech



Word Embedding



Word Embedding



Word Embedding

Comparison of GloVe(Count base) and Word2Vec(Predictive base)
http://clic.cimec.unitn.it/marco/publications/acl2014/baroni-etal-countpredict-acl2014.pdf

http://clic.cimec.unitn.it/marco/publications/acl2014/baroni-etal-countpredict-acl2014.pdf


Model I



Model II



Model II



Save and Retrain Model



Save and Retrain Model


